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A-SPACES AND THE HOBBY-RICE THEOREM

1. INTRODUCTION

137

The following theorem of Hobby and Rice [1, 10] plays a fundamental
role in the theory of L I-approximation. Let V be an n-dimensional
subspace of L I( [a, b], v) where v is a positive, finite, nonatomic Borel
measure. Then there exist points a = X o< X I < ... < X m < X m + 1= b such
that m ~n and

m+ I x-

L (- l)jr u dv = 0
j~ I Xj-l

(1.1 )

for all u E U. In this paper, we shall be concerned with subspaces V of
C [a, b] and measures v of the form dv = w dfl where fl denotes Lebesgue
measure and w is in the class C + of positive continuous functions on
[a, b]. In this case, we call {xj };: I a w-canonical set for U.

For WE C +, let Cit' [a, b] denote the space of continuous real-valued
functions on [a, b] endowed with the w-weighted L I-norm: II f II", =
J~ If I w dfl· One of the main consequences of the Hobby-Rice theorem
arises in the possibility of finding best 11·11 ",-approximations to certain
functions in C", [a, b] from V by interpolating on a w-canonical set (see
[12, Appendix B]). In this vein, three questions naturally arise regarding
the nature of the w-canonical sets. In the first place, when do the
w-canonical sets consist of n points? Micchelli [9] showed that if V is an
n-dimensional weak Chebyshev (WT-) space (that is, each element of V has
at most n - 1 sign changes in (a, b)), then all w-canonical sets for V contain
n points (w E C +). Later, Kroo [4] established a converse of Micchelli's
result. Specifically, if V is not a WT-space, then for some WEe + there is
a w-canonical set for V containing less than n-points. Thus only the
WT-spaces have "full" w-canonical sets for all WE C +.

Let V be an n-dimensional WT-space, WE C +, and {xj } j~ I be a
w-canonical set for U. If f is in the convexity cone C( V) of V (that is,
V +sp {f} is a WT-space), then every best 11-11",-approximation to f from
V interpolates f at the points x j (1 ~j ~ n; see [12, Appendix B]). We shall
call the dimension of VI {XJ}n~1 the rank of the w-canonical set {xj }j= I' The
other two questions were}raised by Pinkus [12, p. 211]. When is the
w-canonical set unique and when does it have rank n? The second question
addresses the ability to interpolate on w-canonical sets and thus to find
best II ·11 ",-approximations to functions in C( V) by interpolation. The ques
tion of uniqueness addresses the possibility of finding w-canonical sets via
iterative or perturbative methods. To this end, Sommer [16] showed that
if a WT-space V is a uniqueness space in C",[a, b] (WEC+; that is, every
fEC[a,b] has a unique best II·II",-approximation from V), then the
w-canonical set for V is unique and has full rank. Also, Micchelli [9] gave
a sufficient condition based on C( V) for the uniqueness and the full rank of
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the w-canonical set. Recently, Kroo [6] obtained a necessary and sufficient
condition for a WT-space to have locally unique w-canonical sets for all
WE C + (see Proposition 4.1) and a necessary and sufficient condition for
the w-canonical set for a WT-space to be unique and of full rank for all
WE C +. More recently, the authors [7] proved that Kroo's latter condition
is equivalent to the A-property. The remaining open problem is that of
characterizing those subspaces whose w-canonical sets are globally unique
for all w E C + .

The first major result of this paper completely characterizes the n-dimen
sional spaces that have unique w-canonical sets consisting of n points for
all WE C +. Our characterization is based on the "ingredients" of the
A-property which we now define. We say that a finite dimensional subspace
U of C[a, b] satisfies the A-property or is an A-space if for all UE U\ {O}
and continuous (J: [a, b] \Z(u) -.. { - 1, I} there exists v E U\ {O} such that
v=O fJ.-a.e. on Z(u) and (Jv~O on [a, b]\Z(u). Throughout this paper,
Z(u)={xE[a,b]:u(x)=O} and Z(U)={xE[a,b]:u(x)=O for all
U E U}. The A-property became a focal point in the study of uniqueness of
best L I-approximation. Specifically, a finite dimensional subspace U of
C[a,b] is a uniqueness space in Cw[a,b] for all WEC+ if and only if U
satisfies the A-property (see [3,5,11,13]). In [11,12], Pinkus gave a
"spline-like" structural characterization of the A-spaces, and, quite recently,
Li [8] obtained a considerable simplification of Pinkus' result which we
now describe. We say that U satisfies the splitting property provided that
if U E U and u == 0 on [c, d] where a < c < d < b, then uX[a.c], UX[d,b] E U
where XJ denotes the characteristic function of J';;;. [a, b]. We say that U
satisfies the decomposition property if Z E Z( U) n (a, b) implies that
U=U[a,z]EBU[z.b] where UJ={UEU:U==O on [a,b]\l} for J';;;.[a,b].
The Pinkus-Li characterization is as follows. A finite dimensional subspace
U of C[a, b] is an A-space if and only if it satisfies the WT-, splitting, and
decomposition properties. Our first result is as follows.

THEOREM 1.1. Let U be an n-dimensional subspace of C[a, b]. Then

(a) the w-canonical sets for U contain n points for all WE C + if and
only if U satisfies the WT-property,

(b) the w-canonical set for U contains n points and is unique for all
WE C+ if and only if U satisfies the WT- and splitting properties.

(c) the w-canonical set for U contains n points, is unique, and has rank
n for all WE C+ if and only if U satisfies the WT-, splitting, and decomposi
tion properties (that is, U is an A-space).

Thus we completely answer Pinkus' queries for varying weight functions.
Actually, Theoem 1.1 is somewhat overstated as (b) is new whereas (a) and
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(c) were previously known (see [4,6,7,9]). New and simple proofs of (a)
and (c) will be given in this paper.

The spaces in (b), the WT-spaces satisfying the splitting property,
include the A -spaces and those spaces of the form U = {vw: v E V} where
V is an A-space and w is a nonnegative continuous function on C[a, b]
where Z(w) is nowhere dense. However, there are WT-spaces with the
splitting property that are not continuously weighted A-space. The study of
WT-spaces with the splitting property may lend insight into 11·11,,
approximation from A-spaces where w is allowed to vanish only on
nowhere dense sets. As such, we establish two properties of these spaces
which are intimately involved in the proof of Theorem 1.1. The first is an
interlacing result for the w-canonical set for a WT-space U with the
splitting property and the w-canonical sets for any WT-extension of U.

THEOREM 1.2. Let U be an n-dimensional WT-space in C[a, b] with the
splitting property. Let WE C +, {Xj } ~ ~ 1 be the w-canonical set for U, and
Xo = a and x n + 1 = b. If V is an (n + 1)-dimensional WT-space that contains
U and {Yj} j: / is a w-canonical set for V, then xj _ I ~ Yj ~ x j (1 ~j ~ n + 1).

Theorem 1.2 is sharp in that one cannot obtain strict interlacing and the
absence of the splitting property does not yield the interlacing result in the
given form. In Section 2, we shall prove Theorem 1.2 and sufficiency in
Theorem 1.1b and demonstrate the stated sharpness of Theorem 1.1.

Our next result provides a formula for the rank of a w-canonical set for
a WT-space with the splitting property.

THEOREM 1.3. Let U be an n-dimensional WT-space in C[a, b] with the
splitting property, WEC+, and {xj}j=1 be the w-canonical set for U. If
Z( U) n {xj }7~ I consists of k points, then {xj }j~ I has rank n - k.

In particular, the only way in which a w-canonical set for a WT-space
with the splitting property can fail to have full rank is if it contains com
mon zeros of the space U. Not surprisingly, sufficiency in Theorem l.1c
follows readily from Theorem 1.3. In Section 3, we prove these as well as
Theorem l.la.

The literature on uniqueness of best approximations contains numerous
articles on the barycentric dimension of sets of best approximations (see
[4,15], and references therein). The following corollary is an application
of Theorem 1.3 and the relation between best II -II IV-approximation and
interpolation.

COROLLARY 1.4. Let U be an n-dimensional WT-space in C[a, b] with
the splitting property, WEC+, and {Xj}j~1 be the w-canonical set for U. If



140 KROO, SCHMIDT, AND SOMMER

Z( U) (\ {XJ j= I consists of k points, then for every f E C( U), the set of best
II ·11 w-approximations to f from U has barycentric dimension k or less.

In Section 4, we establish necessity in Theorem 1.1b, c.
Much of the discussion above involved WT-extensions of a WT-space U

(that is, nontrivial elements of C( U)). The concept of extending spaces with
a given property has garnered considerable attention. Specifically,
extension of n-dimensional Chebyshev (T-) spaces (that is, no nontrivial
element can have more than n - 1 zeros) to (n + 1)-dimensional T-spaces
was established by Zielke [18, 19] and Zalik [20]. In Section 5, we prove
the extension result for A-spaces.

THEOREM 1.5. Let U be an n-dimensional A-space in C[a, b]. Then there
exists fE C[a, b] such that Uffisp{f} is an (n + 1)-dimensional A-space.

2. INTERLACING RESULT

In this section, we prove sufficiency in Theorem 1.1b and Theorem 1.2
and demonstrate the sharpness of Theorem 1.2. In fact, we establish a
lemma which yields both results in very simple fashions.

Before proceeding, we recall some terminology, notations, and two
fundamental theorems on WT-spaces that are used throughout this paper.
For r a positive integer, let Jr=Jr(a, b)= {(Xj);~I:a<x I < ... <xr<b}.
We say that a real-valued function u on [a, b] changes sign weakly on
(xj );= IE J r if for y =0 or 1, (-I)j+y u~O on [Xj' Xj+d (0 ~j~ r) where
xo=a and Xr+1 =b. Also, if u l , ... , Un are functions on [a, b] and
Xl' ..., XnE [a, b], denote

The following result appears in Zielke [19, p. 12].

PROPOSITION 2.1. An n-dimensional subspace U of C [a, b] is a
WT-space if and only if anyone of the following equivalent conditions hold:

1. If {u i }7= I is a basis for U, then for y = 1 or - 1,

yD (U l , , Un) ~O
XI' , Xn

for all (xJ;~ IE ,1n·

2. If (xj)j: / E ,1 n _ I' there exists u E U\ {O} that changes sign weakly
( )n-lon x j j~ I .
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Actually, more characterizations of WT-spaces exist; we have stated
only those that we shall use. The second theorem we cite is due to
Stockenberg [17] and regards the number of certain zeros of functions in
a WT-space. If U is a subspace of C[a, b], we say tha.t a point x E [a, b]
is essential (with respect to U) if x ¢ Z( U). Also, if u E C[a, b], we say that
a set XI < ... < Xk of zeros of U are separated if u i 0 on (Xi' X i +1)

(1 ~ i ~ k - 1).

PROPOSITION 2.2. Let U be an n-dimensional WT-space in C[a, b] and
u E U. If Xl < ... < X n are essential, separated zeros of u, then u == 0 on
[a, Xl] or on [xn, b]. In particular, ifUE U has n essential zeros in (a, b),
then u has a zero interval.

Let U be an n-dimensional WT-space in C[a, b] with the splitting
property. Fix WE C +, and let

and 0'1 = (-I)j on [xi' X i + I) (0 ~j~ n) where

r(T I uw dJ1 = 0
a

for all u E U. That is, {xi} 7= I is a w-canonical set for U. Now let

a=yo<Y,< ... <Yrn<Yrn+,=b

and (T2 = (-1)j on [Yj' Yj+ 1) (0 ~j~ m), where

r(T2 UW dJ1 = 0
a

for all u E U. Since U is a WT-space, m ~ n.

(2.1 )

(2.2)

LEMMA 2.3. Let U be an n-dimensional WT-space in C[a, bJ with the
splitting property, and let (Xj )7=, and (Y)J'= I be as above. Then Yj ~ xj
(1 ~j~n) and Ym+'-j~xn+'_j(1~j~n).

Proof The second set of inequalities follows from the first set by
reversing the interval.

Suppose that the first set of inequalities is false. Let i be the first index
in {1, ..., n} where Yi> Xi' We consider two cases.

Case 1. Suppose that Yk = Xk (1 ~ k ~ i-I). By Proposition 2.1(2), we
can find U E U\ {O} so that (T I U ~ 0 on [a, x;) and (T, U ~ 0 on [Xi' b). Now
(T I ((T I - (T 2 ) ~ 0 and (T I - (T 2 == 0 on [a, Xi)' So ((T, - (J 2) U ~ 0, and since

r ((T I - (T 2) uw dJ1 = 0,
a

640/68/2-3
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(0" 1 - 0"2) U =0. Since Y j > X j and Yk = X k (0 ~ k ~ i-I), 0" 1 - 0" 2 is nonzero
on [X j,X j +6) for some 6>0, and thus U=O on [X j,X j +6]. By the
splitting property, ux [a, x,] , UX [x;, b] E U. Since 0" 1(0" 1 + 0"2) ~ 0,
(0" 1 + 0"2) UX[a,x;] ~°and (0" 1+ 0"2) UX[Xi, b] ~ 0. But by (2.1) and (2.2),

and it follows that (0"1 +0"2)uX[a,xi]=0 and (0"1 +0"2)UX[x;,b]=0. So
(0" 1 + 0" 2) U =0, It now follows that U =0, which is a contradiction.

Case 2, Suppose that Yk < Xk for some 1 ~ k ~ i - 1. Choose
j E {l, ..., i -l} so that Yj < xj and Yk = XkU + 1~ k ~ i-I). Since U con
tains an (n-1)-dimensional WT-space (see [19,p. 31J), Proposition 2.1(2)
yields UEU\{O} such that O"IU~O on [a,xj)u[xj,b) and O"IU~O on
[Xj' x;). Since 0"1-0"2=0 on [xj,x;), (0"1-0"2)U~0. As in Case 1,
(0"1-0"2)U=0. But 0"1-0"2 is nonzero on (Xj -6,Xj )U(X j ,X j+6) for
some 6> 0, and thus U=0 on this set. By the splitting property, ux [a,Xj] '
uX[Xj,Xi]' uX[x;, b] E U. As in Case 1, (0"1 + 0"2) UX[a,xj] =(0"1 + 0"2) UX[Xj, Xi] =
(0" 1 + 0" 2) UX [x;, b] =°so that (0" 1 + 0" 2) U=0, and U=0, a contradiction. I

Lemma 2.3 provides a very simple proof of sufficiency in Theorem 1.1b.

Proof of sufficiency for Theorem 1.1 b. We let U be an n-dimensional
WT-space in C[a, bJ with the splitting property and WE C +. Let (xj )j= I'

(Yj)j~lELln be w-canonical sets for U. Particularly, (2.1) and (2.2) hold
where m=n. By Lemma 2.3, Yj~Xj (l~j~n) and Yn+l_j~Xn+l_j

(1 ~j ~ n). That is, Yj = xj (1 ~j ~ n), and the w-canonical set for U is
unique. I

In a similar fashion, the interlacing result evolves.

Proof of Theorem 1.2. We apply Lemma 2.3 where m = n + 1. Then
Yj~Xj (1 ~j~n+ 1) and Yn+2-j~Xn+l-j (1 ~j~n+ 1). (Note that
Yn+l<Xn+l=b and Yl>xO=a.) The latter inequality becomes
Yj ~ X j _ 1 (1 ~ i ~ n + 1) by letting i = n + 2 - j. I

We conclude this section with two examples. The first demonstrates that
we cannot obtain strict interlacing in Theorem 1.2 even if U is an A-space,
and the second shows that we cannot remove the splitting property in
Theorem 1.2.

EXAMPLE 1. Let a < c < band U be an n-dimensional A-space in
C[a, bJ where U=O on [c, bJ for all UE U. Evidently, the I-canonical set
{xj }j~ 1 for U is contained in the interval (a, c). Let f E C[a, bJ where f =°
on [a, cJ andf>°on (c, b). Then V= UEBsp{J} is a WT-extension of U.
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In fact, V is an A-space. The I-canonical set for V is {xJ;~/ where
x n +1 E (c, b) and f:n+[ f dll = f~n+Jdll. Hence, strict interlacing fails.

EXAMPLE 2. Let U=sp{ud where U1 EC[0,4], u==O on [1,2]u
[3,4J, u>o on (0,I)u(2,3), and J6U1dll=gu1dll. Clearly, U is a
WT-space that does not satisfy the splitting property and the I-canonical
sets for U are of the form {x 1 } where I :::; XI:::; 2. Let V = sp {UI' U2} where
U2 == 0 on [0, 3] and U2> 0 on (3,4). Then V is a WT-extension of U, and
the I-canonical sets for V are of the form {x I, X2} where I :::; XI:::; 2 and X2
is the unique point in (3,4) where g2 U2dll = J4x2 u2dll. Now {I} and
{2,x2 } are I-canonical sets for U and V, respectively, that fail to interlace.

The authors do not know whether for an arbitrary WT-space there
exists a w-canonical set that interlaces with the w-canonical sets for its
WT-extensions (w E C + ).

3. RANK OF THE W-CANONICAL SETS

In this section, we prove Theorem 1.3 after a short development during
which the proof of Theorem l.la arises. In addition, sufficiency in
Theorem l.lc results.

We first give a lemma that identifies when a set of points is a w-canonical
set for a space U and some weight function WE C +.

LEMMA 3.1. Let U be an n-dimensional subspace of C[a, b], and let
(Xj)J~1 EL1 k where O:::;k:::;n. Then {XJJ=I is a w-canonical set for U for
some WE C + if and only if there does not exist v E U\ {O} that changes sign
weakly on (xJJ= I'

Proof If such a v E U\ {O} does exist, then (1.1) clearly fails for u = v
and all dv = w dll( w E C + ).

To prove the other direction, we use a proposition on moments (see
[4, 13]).

PROPOSITION 3.2. Let V be a finite dimensional subspace of L 0') [a, b]. If
V does not contain a nontrivial element that is nonnegative Il-a.e., then there
exists WE C + so that f~ uw dll = 0 for all u E V.

We suppose that there is no v E U\ {O} that changes sign weakly on
(Xj)J~I' Define a:[a,bJ~{-I,1} by a=(-l)i on [Xi,xi+d
(0:::; i:::; k - I) and a = (_I)k on [Xb Xk + 1J, where Xo = a and Xk + 1 = b.
By hypothesis the space aU contains no nontrivial element that is non
negative Il-a.e., and thus by Proposition 3.2 there exists WE C + so that
J~ auw dll = 0 for all UE U. That is, {xj }J~ 1 is a w-canonical set for U.
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We remark here that Theorem l.la follows immediately from Lemma 3.1
and Proposition 2.1.

Our next lemma gives further insight into the w-canonical sets for
WT-spaces.

LEMMA 3.3. Let V be an n-dimensional WT-space in C[a, b]. Then
{(Xj);~,EL1n: {Xj}7~, is a w-canonical set for V for some WEC+} is an
open subset of L1 n~ [Rn.

Proof Assume this set is not open in L1 n' Then there exist WE C +, a
w-canonical set (xX~, E L1 n for V, and a sequence (xJ);~, E L1 n (k = 1, 2, ... ,)
such that xJ --+ x j (1 ~j ~ n) and each (xJ);~ 1 is not a w-canonical set for
any WE C +. By Lemma 3.1, for each k there is a V k E V\ {O} with
II Vk II 00 = 1 such that Vk changes sign weakly on (xJ);= I' (11·1100 denotes the
uniform norm over [a, b].) We may assume that Vk --+ v uniformly where
v E V\ {O}, and it follows that v changes sign weakly on (xJ;~ I contrary to
Lemma 3.1. I

Our final lemma in the development of Theorem 1.3 is a precursor of this
theorem.

LEMMA 3.4. Let V be an n-dimensional WT-space in C[a, b] with the
splitting property and w E C +. If (xJ;~ 1 E L1 n is the w-canonical set for V and
has rank less than n, then Z( V) n {xj };~ , # 0.

To prove Lemma 3.4, we need a result of Li [8] regarding splitting of
certain subspaces of WT-spaces.

PROPOSITION 3.5. Let V be an n-dimensional WT-space in C[a, b] and

a ~ c < z < d~ b. If Z E Z(V[c.d])\Z(V), then V[c.d] = V[c,z] (B V[z.d]·

Proof of Lemma 3.4. Assume that (Xj);~' has rank less than n.
Thus dimVI{xj};~I<n, and thus there exists VEV\{O} such that
v(xj)=O(1~j~n). Now assume that Z(V)n{xj};~,=0. By Proposi
tion 2.2, v necessarily vanishes on an interval. By the splitting property and
since dim V < 00, we may assume that v E V J where J is a closed subinter
val of [a, b] and v has no zero intervals in J. If some x j E Z( VJ) n Int J,
then by Proposition 3.5, V J splits. Thus we have closed intervals
G, ~ ... ~ Gs contained in J where v E V GI EB ... EEl V G,' V has no zero
intervals in G i (l ~i~s), and Z(VG)nInt Gin {xJ;~,= 0 (1 ~i~n).

Now each V G , is a WT-space (see [7,8]), and #(IntGin{xJ;=I)~

dim V G i for otherwise Int Gin {xJ;~ 1 would be a w-canonical set for V Gi

with fewer than dim V Gi points contrary to Theorem 1.1a. But now
Int Gin {xj };~ 1 constitutes dim V Gj or more essential, separated zeros
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of vXG; E VG;' where VXGi has no zero intervals in Gi . This violates Proposi
tion 2.2, and a contradiction is reached. I

We are now prepared to prove Theorem 1.3.

Proof of Theorem 1.3. We are given WE C+ and a w-canonical set
{xJ;'~! for V containing precisely k points in Z( V). Without loss of
generality, x\"",XkEZ(V) and xk+J,,,,,xn¢Z(V)(l~k~n-l).The
case for k = 0 is contained in Lemma 3.4. Assume that dim VI {X/}n~k+l =
dim VI (XJ}n~ < n - k. Since V is a WT-space with the splitting property,
the w-canb~ical set for V is unique. Thus each Xi ¢ Int Z( V). Using this
and Lemma 3.3, we can find x;*(l~i~k) and WEC+ so that
{xt, ... , x't, Xk+I, ... , x n} is the w-canonical set for V and is disjoint with
Z(V). By Lemma 3.4, {xt, ... ,x't,xk+\, ...,xn} has rankn. But since
dimVI{xj}j~l<n-k, {xt, ...,X,!:,Xk+J""'xn} has rank less thann, a

contradiction. I

We now turn our attention to the proof of sufficiency of Theorem 1.1c.
Sufficiency traces back to Sommer [16] in a considerably different fashion.

Proof of sufficiency for Theorem l.lc. We assume that V is an A-space;
that is, it satisfies the WT-, splitting, and decomposition properties. Let
WE C+. By sufficiency in Theorem 1.1a, b, there is a unique w-canonical set
(xj );= \ for U. We show that (x);~ \ has rank n. Assume it has rank less
than n. By Lemma 3.4, some Xi E Z( V), and by the decomposition
property, V = V [a. x,] EB V [x,. b]' Now {xJ;:: is a w-canonical set for
V[a.xi] and {XJ;=i+\ is a w-canonical set for V[Xi,b']. But i-I <dim V[a.x;]
or n - i < dim V [Xi. b] which is a contradiction in view of Theorem 1.1a and
the fact that V[a, x;] and VEx;, b] are WT-spaces [7,8]. I

4. NECESSITY FOR THEOREM 1.1 b, c

In Theorem 1.1 it remains to prove necessity in (b) and (c), and we do
so in this section. We use a result of Kroo [6] that characterized those
WT-spaces that have locally unique w-canonical sets.

PROPOSITION 4.1. Let V be an n-dimensional WT-space in C[a, b]. The
following are equivalent:

(a) for all WE C +, the w-canonical sets are locally unique;

(b) given a=xo<x\ < ... <xn<xn+! =b, wheren-r+ 1 of the
points in {xj };~ \ are contained in common zero intervals of r linearly
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independent functions in U (1 ~ r ~ n), there exists v E U\ {O} that changes
sign weakly on {xj };~ I'

Kroo [6J enquired whether condition (b) is sufficient for global unique
ness. In the next theorem, we show that this is indeed the case.

THEOREM 4.2. Let U be an n-dimensional WT-space in C[a, b]. The
following are equivalent:

(a) for all WEC+, the w-canonical sets are unique;

(b) for all WE C +, the w-canonical sets are locally unique;

(c) given a=xo<x 1< ... <Xn<Xn+1 =b, where n-r+ 1 of the
points in {xj };~ 1 are contained in common zero intervals of r linearly
independent functions in U( 1~ r ~ n), there exists v E U\ {O} that changes
sign weakly on {xJ7~ I;

(d) U satisfies the splitting property.

Necessity in Theorem 1.1b follows readily from Theorems 1.1a and 4.2.

Proof of Theorem 4.2. Proposition 4.1 yields the equivalence of (b) and
(c), while it is clear that (a) implies (b). Further, sufficiency in
Theorem 1.1b provides that (d) implies (a). Thus, we need only prove that
(c) implies (d). We assume that U is a WT-space and that condition (c)
holds, and establish that U satisfies the splitting property.

Let gE U\{O} where g==O on [c, dJ (a<c<d<b). Let V=
{u E U: u == 0 on [c, dJ} and let W complement V in U. Since g E V,
dim V=k~1 and dim W=dimXI(c,d)=n-k. Choose a set 8 1 £:(a,c)u
(d, b) of k points and a set 8 2 £: (c, d) of n - k points where dim VI SI = k
and dim Wls2 =n-k. Write 81={yJ;~IU{Yj};~I'+I(k=n-Jl+v) and
8 2 = {yJ1~V+I (n-k=Jl-v), where a<YI < ... <Yv<C<Yv+1 < ... <
YI'<d<YI'+1 < ... <Yn<b. Now choose bases {U;}~=l u {u;}7~1'+1 for V
and {Ui};~V+I for Wsatisfying

and

(i= 1, ..., v, Jl + 1, ..., n;j= 1, ..., n)

(i,j =v+ 1, ..., Jl),

(4.1 )

(4.2)

where () ij denotes the Kronecker delta function.
It suffices to prove that ui==O on [c, bJ (1 ~i~v) and ui==O on

[a, dJ (Jl + 1~ i ~ n). We prove the first; the second is similar.
Fix 1~ i ~ v. Observe that

D (uJ, ...,Un) = 1
YI' ·.. ,Yn
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and by Proposition 2.1,

D (U I, ,Un) ~O
t I' , tn

for all (t j )7= IE Lln- Furthermore,

( )_ (UI' ...,U;, ...,Un)
U; X -D ,

YI' ..., X, ..·,Yn
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(4.3 )

and by (4.3) U; changes sign weakly on {yJ;~I,N;'

Now c and Yj(j=I, ...,n;}of-i) constitute n points in (a, b) of which
n - k + 1 of them (c, Yv + l' ... , YIt) lie in a common zero interval of k linearly
independent functions in V (u l , ... , u v ' u lt + 1> ... , un)' By Proposition 4.1,
there exists v E V\ {O} that changes sign weakly on the set {c } u
{yJ;~ I.N;· But v(Yj) = 0 (j = 1, ..., n,) of- i), and since {uj};= I is a basis for
V, (4.1) and (4.2) imply that v = rxu; for some rx of- O. Hence, U; changes sign
weakly on {c} U {Yj}j=I,N;'

Since U; changes sign weakly on {yJ;~l,N;and on {c} U {Yj};~I,j#;' it
now follows that U; == 0 on [c, b]. I

Before proving necessity for Theorem 1.1 c, we establish a lemma that is
of interest in itself. As with Li's result, Proposition 3.5, it gives a condition
under which a WT-space decomposes.

LEMMA 4.3. Let V be an n-dimensional WT-space in C[a, b] and
Z E Z( V) n (a, b). If, for every WE C +, Z is not contained in a w-canonical set

for u, then V = V [a,z] EB V [z.b]'

Proof The proof is similar to that of necessity for Theorem 1.1 b.
Choose a <YI < ... <Yr < Z <Yr+ 1< ... <Yn < b so that dim VI {Yj}j~1 = n

and the basis {u;} 7=1 for V satisfying u;(xj ) = <5 ij (i,) = 1, ..., n). For fixed
1~ i ~ r, the argument above shows that U; changes sign weakly on
{yJ;~l,N;' However, by hypothesis, {z} U {yJ;~ I,Ni is not a w-canoni
cal set for V for any WE C +, and by Lemma 3.1 some v E V\ {O} changes
sign weakly on {z} U {yJ;~ I.N;' As above, Ui changes sign weakly on this
set. Thus U; == 0 on [z, b]. Similarly, U; == 0 on [a, z] (r + 1~ i ~ n), and
Lemma 4.3 follows. I

Proof of necessity for Theorem l.lc. We assume that for every WE C +,

the w-canonical set for V contains n points, is unique, and has rank n. By
Theorem l.la, b, V satisfies the WT- and splitting properties. To prove the
decomposition property, let z E Z( V) n (a, b). Since every w-canonical set
for V has rank n, z is not in any w-canonical set for V( WE C +), and by
Lemma 4.3, V = V [a,z] EB V [z,b]' Thus V satisfies the decomposition
property. I
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5. PROOF OF THEOREM 1.5

In this section, we prove the extension result Theorem 1.5 for A-spaces.
Actually, we prove an extension result for nondecomposing A-spaces from
which Theorem 1.5 readily follows.

THEOREM 5.1. Let U be an n-dimensional A-space in C[a, b] where
Z( U) n (a, b) = 0. Then there exists f E C[a, b] such that

(a) f(a)=O

(b) f(b)=OifbEZ(U)

(c) UEBsp{j} is an (n+ I)-dimensional A-space in C[a, b].

To see that Theorem 1.5 follows from Theorem 5.1, the decomposition
property for an A-space U in C[a, b] allows us to write
U = UJ [ EB ... EB UJ" where J" ..., J r are closed intervals, J,"';; ... ".;; I n and
Z( UJi) n Int J i = 0 (1 ".;; i ".;; r). Each UJi is an A-space. Applying
Theorem 5.1 to UJi yields fE C(J;) which is an A-space extension of UJi •

Parts (a) and (b) of Theorem 5.1 allow us to extend f continuously to
[a, b] by f=O on [a, b]\li and the result is easily seen to be an A-space
extension of U.

To prove Theorem 5.1, we first isolate an extension lemma.

LEMMA 5.2. Let U be an n-dimensional subspace of C[a, b] (n~2)

satisfying the T-property on (a, b), and let a < c < b. Then there exists
fEC[a,b] such that

(a) f =0 on [a, c]

(b) fl[c,b]EUI[c,b]
(c) U EB sp {j} is an (n + 1)-dimensional WT-space in C [a, b].

Proof Consider the Gauss transformation L k : U -> C[a, b] by

f
b k 2 2

(Lku)(x) = u(s)-- e- k (s-x) /2 ds.
a~

From [2, p.15], Lku->u pointwise on (a, b) as k->oo for all UEU and
Uk := {Lku: UE U} is an n-dimensional extended Chebyshev (ET-) space
on (a, b). Let {u i }7=, be a basis for U.

For fixed k, select gk E Uk \ {O} so that gk(C) = g~(c) = ... = g~n- 2l(C) = 0
and write

n

gk = L ct~ Lkui ,

i=1
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where max,,;;i';n IIX~I = 1. Let fk=gkX[c,b]' By Theorem 17.1, p.72, in
Zielke [19], Vk(f}sp{fd is an (n+ I)-dimensional WT-space in C[a, b].
(To fit Zielke's condition, we would first need to extract a basis for V
which is a Markoff system on (a, b). This is possible.) Now extract a
subsequence and relabel so that IX~ --> IX i (1 ~ i ~ n) as k --> 00 where
max, ,;; i'; n I IX iI= 1. Let

g= L IXiU i
i= J

andf=gX[c,b]'
Since gk-->g pointwise on (a,b) and n~2,g(c)=0 so thatfEC[a,b].

Now (a) and (b) are clear. For (c), maxhi';;n IIXil = 1 implies that g i 0,
and since V is a T-space in (a, b), f i 0. Again since V is a T-space on
(a, b), V +sp {f} has dimension n + 1, and that V (J) sp {f} is a WT-space
follows from the fact that Vk(J) sp {fd is a WT-space, the pointwise
convergences Lkui --> U i and fk --> f on (a, b), and Proposition 2.1. I

Proof of Theorem 5.1. Let V be an n-dimensional A-space in C[a, b]
where Z(V)n(a,b)=0. Let a=do<d,< ... <d,<d,+,=b be the
endpoints of zero intervals of elements of U. Pinkus [11, 12] has proven
that there are only finitely many such points and that V I(di , di+ 1) is a
T-space (0 ~ i ~ I). We consider two cases.

Case 1. Suppose dim V I(d"b) = 1. Choose g E V so that g i °on (d" b).
DefinefEC[a,b] by

f(x) = (x - d,) g(x) X[d" b] (x).

Evidently,fE C[a, b],f(a) = 0, andf(b) =°if g(b) = 0. Let V= V(f} sp{f}.
Since VI(d"b) is a I-dimensional T-space, g does not vanish on (d" b), and
thus V I(d" b) = g I(d" b) sp {I, x - d,} is a 2-dimensional T-space. Thus
dim V= n + 1. If 1= 0, V is a T-space on (a, b) and therefore is an A -space.
Suppose I ~ 1. Clearly, Z(V) n (a, b) = 0 and V satisfies the splitting
property. To show that V is a WT-space, suppose that UEV\ {O} has a
strong alternation of length n +2. Since g(d,) # 0, we can replace u by
U+ f,g for f, # 0 and sufficiently small and thus assume that u(d,) # O. Thus
we may assume that d, is one of the n + 2 points of strong alternation of
U. Thus the number of points of this strong alternation in [a, dtJ is at least
n + 1 or the number of points of this strong alternation in [d" b] is at
least 3. Either way, we obtain a contradiction since V is an n-dimensional
WT-space and VI [d" b] is a 2-dimensional WT-space. Thus V is a
WT-space, and by the Pinkus-Li result [8, 11, 12], V is an A-space.

Case 2. We suppose that dimVI[dl.b]~2. Let ci=di(O~i~l),

d,< c,+' < b, and C'+2 = b. By Lemma 5.2, selectfE C[a, b] so that
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(a) f=Oon[a,c/+I]

(b) f I[<1+1,b] E VI [C/+1,b]

(c) V I[C/,b] EB sp{J I[C/, b]} is a WT-space of dimension 1+ dim V I [C/, b]'

We induct on I to prove that 0: = V EB sp {J} is an (n + 1)-dimensional
A-space in C[a, b]. By (c), dim O=n+ 1. For 0, the decomposition
properly holds vacuously and the splitting property is obvious. It remains
to show that 0 satisfies the WT-property. For 1=0, (c) implies that 0 is
a WT-space and thus is an A-space.

Let 11 = dim V I['I. b]' Since V I[q.b] is an A-space of dimension 11, the
induction hypothesis i~plies that V I[q,b] is an (11 + 1)-dimensional
A-space. To prove that V is a WT-space, we use Proposition 2.1 and thus
show that if (Xj)J~ I ELl n, then there is a VE 0\ {O} that changes sign
weakly on X= {Xj}J~I' If dim Vlx<n, then some UE V\{O} vanishes on
X and the definition of the A-property yields a v E V\ {O } S; 0\ {O} that
changes sign weakly on X. Thus we consider only the case where
dim Vlx=n.

Let LI~= {XELl n : dim Vlx=n}. Evidently, LI~ is open in W. Hereafter,
we use the symbol X for the n-tuple (Xj)J~1 and its range {Xj}J~I' No
confusion will result.

For X=(xX~IELI~, let Vx denote the unique function in V satisfying
vAxj)=f(x) (1 ~j~n), and let vx=f-vx . For 1 ~i~n, let U; be the
unique element of V satisfying U;(Xj)=bij(1~j~n). Then {U;}7~1 is a
basis for V,

u;(x) = D (UI' , U;, , Un) (5.1)
XI' , X, , Xn

for 1~ i ~ n, and

vx(x) = L f(x;) u;(x),
iEK

(5.2)

where K = {j : xj E (c/+ I' b) }. Since V is a WT-space, (5.1) implies that
each U; changes sign weakly on X\ {x;}, and the uniqueness of u. and vx
(as interpolants) and the splitting property for V imply that the closed
support of each U; and vx is an interval.

We now break the proof into a sequence of lemmas.

LEMMA 5.3. If X E LI~ and # (X (\ (c l , b)) = 11, then vx I[Cl.b] changes sign
weakly on X (\ (c l , b).

Proof Write X=(X)J=I where a<xI < ... <Xn_~~CI<Xn_~+1<
... <xn<b. Then {U;I[CJ,b]}7~n-~+1 is a basis for VI[Cl.b] and for
xE[cI,b],
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Since 01 [q,b] is a WT-space, Vx I[q,b] changes sign weakly on
X n (CI> b). I

LEMMA 5.4. Let X E L1~ and a ~ C < d~ b. Then # (X n (c, d));:::'
dim V[e,d]'

Proof If # (X n (c, d)) < dim V [e,d]' then some U E V [e,d] \ {O} vanishes
on X n (c, d). By definition of V [e,d]' U vanishes on X. This contradicts the
fact that X E L1~, I

The next lemma provides a means of creating new elements of L1~ from
old ones.

LEMMA 5.5. Let X=(Xj);~IEL1~, I~k~n, and Y=(X\{xd)ug},
where ~ E Int supp Uk \X. Then Y E L1~.

Proof Write suppuk=[cp,cq]. Then ~E(Cp,Cq),UkEV[ep,eq]' and Uk
has no zero intervals in [cp, Cq]' Assume Yr$L1~, Then some VE V\{O}
vanishes on Y. But by the nature of the basis {u i } 7=1' V = aUk for some
nonzero constant a. Thus, Uk vanishes on Y. By Lemma 5.4, Uk has at least
dim V[ep,e

q
] separated zeros in (cp, cq ). Now V[ep,e

q
] is an A-space (see

[7]). Also, Z(V[ep,eq])n(cp,cq)=0, for otherwise, V[ep,eq] would decom
pose contradicting the uniqueness of Uk' Now the zero count for Uk as an
element of V[ep,eq ] violates Proposition 2.2. I

Of course, we prove that for each X E L1 ~, vx changes sign weakly on X.
To this end, let L1 ~ = {X E L1 ~ : vx does not change sign weakly on X} and
assume that L1 ~ -# 0. Since vx depends continuously on X over L1 ~, the
proof of Lemma 3.3 can be used to show that L1 ~ is open. Let
m=min{#(Xn(cl+l,b)):XEL1~}. Now m>O for if Xn(c

'
+l>b)=0,

then vx =f would change sign weakly on X. Let L1 ~' = {X E L1 ~ :
#(Xn(cl+l,b))=m and CI+lr$X}. Since L1~ is nonempty and open, L1~'

is also nonempty and open.

LEMMA 5.6. If V E L1~', then supp vx is [a, b] or [c l , b].

Proof We first assert that vx i 0 on [c1+ 1, b]. Otherwise, we form Y
by replacing one element of X n (c l + I> b) by C1+ I' By Lemma 5.5, Y E L1~,

and further vy = vx does not change sign weakly on Y. So Y E L1 ~ which
contradicts the minimality of m.

Next we show supp vx = [c;, b] for some 0 ~ i ~ 1+ 1. If this fails to
hold, then since Vx i 0, Vx has a zero interval in [cj ' CI+ I] for some
I ~j~l and is not identically zero on [a, Cj ]. But Vx == -vx on [a, C1+ 1],

and since supp vx is an interval, vx == 0 on [c j ' b]. But now 0 interpolates
f on X contradicting the uniqueness of vx.
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(5.3)

Finally, we show that i = 0 or 1. Suppose that 2 ~ i ~ 1+ 1. By the induc
tion hypothesis, OI[CJ,b] is an A-space and thus (OI[CJ,b])[q,b] is an
A-space (see [7] ~ By the splitting property for 0, q[c"b] is an A-space,
Furthermore, Z(U[ci,b]n(c;,b)=0, for otherwise, U[ci,b] would decom
pose, violating the uniqueness ofv x' By Proposition 2.2, #(Xn(c;,b))~

dim 9'[q,b] - 1, and since 0 [q, b] is a WT-space, there exists
WEU[Cj,b]\{O} that changes sign weakly on Xn(c;,b), Since W==O on
[a, c;], W changes sign weakly on X Now since X EL1~, W= IXV x for some
nonzero constant IX. Hence, vx changes sign weakly on X, which contradicts
the fact that X E L1 ~ . I

LEMMA 5.7. Let X=(XJ;~IEL1~'. For each /;>0 there exists
Y = (Y);= 1 E L1~' such that maxI ~j~n Ixi - Yi I< /; and v y has a sign change
at each point in Y n Int supp v y.

Proof We first examine the case where vx i= 0 on [a, c1] so that by
Lemma 5.6, vx has no zero intervals. If vx does not change sign at Xj'
choose 15>0 so that Vx has constant nonzero sign on (xj-b,xj+b)\{x;}
and let (Jj be this sign. Since X E L1~, we can find unique WE U so that for
1~j~n,

{
0 if vx changes sign at xi

W(Xj ) = 'f' d h .
. - (Jj 1 V X oes not c ange sIgn at xi'

Take /; > 0 sufficiently small so that x j + /; < xJ+ I-/; (0 ~j ~ n) where
xo=a and xn+1=b, xn-m+/;<C/+l<Xn-m+l-/;, and if yjE(Xj -/;,
xj +/;) (1~j~n), then Y=(Y;);~IEL1~'. For r>O sufficiently small,
w=vx+rw has a point of sign change in (x j -/;, xj +/;) (1 ~j~n). For
I ~j ~ n, let Yj be a point of sign change of w in (xj - /;, xi + /;). Then
Y = (Yj);= 1 E L1~' and v y = w has a sign change at each Yj'

If vx==O on [a, Cl], choose W to satisfy (5.3) for XjE (c 1, b) and w(xj)=O
for xj EX n (a, C1 ]. Taking Yj = xj if xj E (a, c1 ] and the remaining y/s as in
the first case we obtain YEL1~' with maxl~j~n IXj-Yjl </; where v y

changes sign at each Yj E (c], b). If vy == 0 on [a, Cl], we are done. If vy i= 0
on [a, c1 ], we simply apply the first case with X replaced with Y. I

LEMMA 5.8. Let X E L1~' where vx has a sign change at each point in
X n Int supp vx' Then vx I [a,Cf+ 1] changes sign weakly on X n (a, C/+ d.

Proof Since vx has a sign change at each xj in X n Int supp vx, it suf
fices to show that Vx has no additional zeros in (a,c/+ 1 )nIntsuppvx.
Suppose that vx(O=O for some ~E((a,c/+dnIntsuppvx)\X By (5.2),
~ E Int supp Uk for some Xk E (c/+ 1, b). By Lemma 5.5, Y = (X\ {Xk}) U

{ ~} E L1 ~. Furthermore vy = vx does not change sign weakly on Y since it
changes sign at Xk' So YEL1~, which contradicts the minimality of m. I
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Let jl = max {# (X n (cj, h)): XE L1~'}. By Lemma 5.4, #(X n (a, cd) ~
dim U[a,c]] = n - '1 and thus # (X n (c], b)) ~ '1 for XE L1~. Thus jl ~ '1.

LEMMA 5.9. jl = '1.

Proof Assume that jl < '1. Choose XEL1~' where #(Xn(cj,b))=jl.
Since L1 ::' is open, we may assume that c] 1: x. By Lemmas 5.7 and 5.8, we
may assume that vXI[a,Ci+]] changes sign weakly on Xn(a,c,+d. Now
# (X n (a, cd) = n - jl > n - '1 = dim U[a, q]' Thus for some Xk E (a, cd,
Uk i=. 0 on [CI, h]. By Lemma 5.6, we may choose ~ E (c l , c/+ d, where
vA~) uk(O # O. By Lemma 5.5, Y = (X\ {xk}) U {O E L1~. Now define
a=(-IV+v on [Xj,Xj+j)(O~j~n) where xo=a and xn+l=b, and
v = ± 1 is chosen so that a( ~) vA ~) > O. Recall that Uk changes weakly sign
on X\{xd. Let Uk=±Uk so that aUk~O on [xbb). Since XEL1~',

a(x) vx(x)<O for some XE (c/+ I' b).
Let n' = vx - rUb where r > 0 is chosen so that w(0 = O. Then W= vy.

Suppose that W changes sign weakly on Y. Note that a(x) w(x) =
a(x) vAx)-m(x)uk(x)<O for x as above. Thus (j(iJ~O on [~, h), aw~O
on [Xb 0, and aw~O on (a, xd. But a(xd w(xk)= -m(xd udxk)<O, a
contradiction. Thus Wdoes not change sign weakly on Yand so y E L1 ~. But
since ~ # c/+ I' Y E L1 ::' which contradicts the maximality of jl. I

To conclude the proof of Theorem 5.1, we employ Lemma 5.9 to obtain
X E L1~' so that # (X n (c], b) = '1. By Lemmas 5.7 and 5.8, we may assume
that vXI[a,Cf+[] changes sign weakly on Xn(a,c,+d. But by Lemma5.3,
vx I[CJ, b] changes sign weakly on X n (c], b). Hence vx changes sign weakly
on X. This is a contradiction, and thus L1:: = 0. Thus 0 is a WT-space. The
proof is now complete. I
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